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Abstract- The computer vision technology has continued to evolve 

through advancement in researches. This has continually widened 

the computer vision and imaging processing to extended 

applications. This paper analyzes the technological advancement 

in these aspects. Machine vision system is among the emergent 

technologies, which digitizes the video images or information 

from a camera, processes the information to inspect the 

concerned object, and communicates with the system or the 

motion control
[1]

. 3D and virtual environments help to mimic the 

real life situations. The abnormality detection for the video 

parsing helps to solve the inter-class variability, viewpoint 

dependence and the object articulation, which makes the practice 

of object detection quite difficult. A video surveillance where 

foreground pixels are detected through the background 

subtraction. The curvature self-similarity visual recognition is a 

feature descriptor, which increase dimensionality such as the self-

similarity and the co-occurrence statistics. It extends beyond the 

current common approximation of the objects by the use of 

straight lines. The result on the self-similarity curvature proves 

that there is provision of the accurate information on the straight 

lines, while the performance has improved based on the feature 

selection algorithm. 

 

Index Terms-virtual environments, vision system, 3D, video 

parsing, virtual recognition, self-similarity 

 

 

INTRODUCTION 

     As the computer vision technology continues to evolve, the 

sector continually advances and the application diversifies. The 

sector is considered accommodative to wide range of applications, 

which has facilitated extended researches for improvement. The 

computer vision and the imaging processing have wide application, 

ranging from the anomalies in the medical imaging to the 

autonomous vehicles. Generally, computer imaging is involves the 

automatic extraction, analysis and understanding of relevant 

information from a single or a sequence of images.
[2]

 The automatic 

visual understanding is developed based on theory and algorithms. 

By simple definition, computer vision is expressed as the science 

and technology of systems, which see and understand. Currently, it 

is offering solution to challenges in data acquisition and 

exploitations, in defense, security, training, robotics, medical 

marketplace among others. The end-to-end computer vision 

capabilities include aspects such as high-level visual analysis, 
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enhanced sensation, and front-end video processing. The extraction 

of relevant information from the acquired images, under the real 

world application, and in real time calls for utilization of the right 

set of tools.
[3]

 This has always existed as a challenge, which has led 

to the continued research to devise new techniques for improving 

the accuracy of the computer vision. Based on this background, this 

paper presents a comprehensive analysis of the new and emergent 

techniques, developed for improving the accuracy of the computer 

vision techniques.  

 

MACHINE VISION SYSTEM  

       The computer vision is a vital component of the machine vision 

system. Through technology, the vision computer digitizes the 

video images or information from a camera, processes the 

information to inspect the concerned object, and communicates with 

the system or the motion control. The images and information is 

afterwards displayed as a result, for the human viewing. The 

process of extraction of the visual information requires execution 

off many occupational operations for a short period, hence the 

application of the parallel processing, to ensure the required speed. 

The encoders and position sensors could also be used to send input 

to the vision computers, and control the lighting and exposure of the 

camera under inspection. Within the specified time and cost, the 

vision computer should extract the required information from the 

required image. The general computer could be applied for the 

simple positioning and inspection tasks.
[4]

 However, vision 

computer is required for high sped inspection and measurements of 

the objects. A critical aspect is that the computer vision is required 

to be flexible, since there are usually the changes in the problem 

requirements, during the development. The development tools are 

considered vital for the faster experimentation and prototyping.  

 

3-D AND VIRTUAL ENVIRONMENTS  

      Under the exploration of the environment in which the human 

being operate, there is a requirement of sophisticated virtual 

environment tools, which could be applied in the simulation of 

multiple scenarios, as well as improve the situational understanding. 

Therefore, the computing power and the ability of learning within 

the 3-D virtual environments helps in mimic of the real life 

situations. Various groups such as the emergency response teams, 

the civilian workforce, the military personnel, as well as other 

categories could assume the realistic situation of assessing their 
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skills and knowledge before the actual execution.
[5]

 The emergence 

and adoption of the robotic systems, which automatically creates 

the 3-D models and maps under complex environment, help in 

supporting mission critical uses. More importantly, the 

understanding accorded by the 3-D mapping projection capabilities 

is more accurate.  

 

ABNORMALITY DETECTION FOR VIDEO PARSING  

       The inter-class variability, viewpoint dependence and the object 

articulation makes the practice of object detection quite difficult. 

The various ways in which an object behaves abnormally makes the 

process of detecting abnormal objects even harder
[6]

. The common 

trend has been the use of local image patches where they are 

categorized individually. However, a more advanced and effective 

tool is the application of the video parsing novel approach. Under 

this technique, a set of object hypothesis are established, for parsing 

the concerned video frames. In this way, the hypothesis explains the 

foreground as well as establishing the hypothesis themselves. In this 

case, an abnormal hypothesis is considered to the one which 

necessary to explain the foreground, but it does not have a match at 

the training examples. The abnormal objects are discovered through 

parsing the scene, and inference of all the required object 

hypotheses without a prior knowledge of what to look for.  

 

 
Figure 1: The video parsing approach inference process 

 

      A good example of video parsing application is the video 

surveillance. In this case, a stationery camera is used to record a 

video. The foreground pixels are detected through the background 

subtraction. This helps in the calculation of the flow features, which 

expresses the objects’ local behavior
[7]

. The critical aspect of this 

computer vision technology is that it follows a two-stage approach. 

The first step involves the generation of a shortlist of the object 

hypotheses. These are created through evaluation of a little 

appearance-based classifier, at the foreground of the candidate 

object hypothesis. In order to have a retention of a moderate 

number off hypotheses, the classifier is set to have a low precision 

and a low recall. The order of 10 to 100 of hypotheses is 

                                                           
[5]

 Essa, Irfan A. "Computers Seeing People." AI 

Magazine 20.2 (1999): 69. 
 

[6]
 Models." Multimedia Tools and Applications76.11 (2017): 

13585-614.  
[7]

 D'acunto, M., et al. "A Methodological Approach for 

Combining Super-Resolution and Pattern-Recognition to 

Image Identification." Pattern Recognition and Image 

Analysis 24.2 (2014): 209-17.  

 

maintained
[8]

. Relevance of the hypotheses is a critical factor here. 

The following figure illustrates the optical flow of features, which 

are computed in the pre-processing. 

 

 
Figure 2: Pre-processing of the video parsing method 

 

      The second stage involves the parsing of the scene through 

selection of subset hypotheses, from the list demonstrating the 

whole foreground. This is additionally explained through the use of 

object model. The non-parametric object model is applied for the 

sampling of the normal objects obtained from the training video. 

The nonparametric object model is shown in the table below.  

 

 
Figure 3: The non-parametric object model 

  

       Since the activation or deactivation of the hypotheses, and their 

object model explanation are mutually competing, then they have to 

be solved simultaneously. However, as suggested by researchers, 

the hypotheses selection problem is combinatorial in nature
[9]

. This 

makes the underlying process of optimization quite difficult, which 

is alternatively solved. The inference process exploits the 

explaining-away property. Therefore, if the same section of the 

foreground explains two basic hypotheses, then the performance is 

reduced. The case is that one hypotheses activation decreases the 

chances of the other hypotheses being active. The superfluous 

hypotheses are deactivated by this property, to retain those 

properties, which are important in explanation of the scene.  

 

 
Figure 4: the abnormality detection parsing method 
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       It is very critical to conduct an evaluation of the parsing 

approach based on the UCSD dataset
[10]

. This is a vital benchmark 

for the abnormality detection, which was considered and proposed 

by Mahadevan et al. In this case, there is no staging in the dataset 

abnormalities, but rather consists of unusual objects such as the 

walkaways or the unusual behavior such as the cycling people. The 

training and test video are quite different, where the training video 

consists of the normal objects, while the test videos are made up of 

both normal as well as the abnormal instances.  

 

CURVATURE SELF-SIMILARITY VISUAL RECOGNITION  

      As illustrated by PPPPP, the detection of the category level 

object needs perfect informative object representation. This demand 

has led to the discovery of the feature descriptors, for the increasing 

dimensionality such as the self-similarity and the co-occurrence 

statistics. One of the new techniques in this respect is the object 

representation, based on the curvature self-similarity. This 

technology extends beyond the current common approximation of 

the objects by the use of straight lines. The motivation behind this 

aspect is the adoption of the gradient histogram by the vision 

community. There is a resultant object boundaries approximation of 

the straight line, since there approximates the local regions by a 

histogram, over the discrete set of contained discrete set of the edge 

orientation.  

      It is quite difficult to distinguish between a smooth from the 

cornered one, or from a set of varying oriented lines, based 

particularly on the oriented gradients histograms
[11]

. The following 

features illustrate this. 

 

 
Figure 5: Smooth and cornered curves 

 

      The approximation of the contour curvature co-occurrence 

could provide more information regarding the boundaries of an 

object, hence decreasing the level of distinctiveness
[12]

. The 

computation of the co-occurrence between the boundaries, which 

are discriminatively, curved, the self-similarity descriptor curvature 

id developed, whose object description is more accurate as well as 

detailed. However, it is important to note that when the 

discriminability is improved, the high dimensionality turns to be a 

critical aspect. This is due to the absence of the dimensionality 

curse and globalization ability. More critically, in the presence of 
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the little amount of training data, even the sophisticated and high-

end algorithms cannot manage to suppress the superfluous 

dimensions like the high dimensional data
[13]

. As a result, it 

important to have a feature selection, by the use of the present day 

informational features, and more importantly, the curvature self-

similarity. Therefore, the recommended technology in this case is 

the SVMs embedded feature selection technique, which minimizes 

the complexity and enhances the generalization capabilities of the 

objects models. 

  

THE SVM SELECTION OF FEATURES  

      Three categories of feature selection could be applied. These are 

the embedded, wrappers and filters techniques. The embedded 

technique, in comparison to the wrappers and filters, involves the 

selection feature as a section of the process. The selection process 

involving the SMVs is a critical aspect in this research, since it 

involves SMV is considered as a classifier. The model parameter w 

is used for integrating the SMV learning process in to the feature 

selection. However, it does not reduce the dimensionality for the 

functions of the non-linear kernel. The embedded feature selection 

concept has been selected which incorporates the feature selection 

parameter denoted as θ, which is included directly in to the SMV 

classifiers. The training data is the {(xi,yi)}where 1≤i≤N. The 

training data labels are denoted by yi∈{−1,+1}. By the use of these 

aspects, the concerned optimization problem could be developed 

and expressed in the following ways: 

Min 
 

 
||w||

 

 
 + C∑₵i 

This is subject to: 

Yi (wTψ (θ∗xi) +b) ≥1−₵i ∧ ₵i ≥ 0 ∧ ∥θ∥1 ≤ θ0 

The SVM kernel in this case is denoted by 

K(x,z):=ψ(x).ψ(z)K(x,z):=ψ(x).ψ(z)  

The feature vector z is denoted by an unknown function indicated as 

ψ(x) which is typically a higher dimension space. The L1 norm is 

restrained by the constant θ0. To solve the problem, the training 

data is split in to two-the validation set and the training set. The 

second optimization process is applied for the parameter θ, by the 

application of the SMV algorithm.
[14]

 The second optimization 

process, on the other hand is applied for minimizing the feature 

vector dimensionality, and improves the performance of the 

classification.  

      To represent the holistic self-similarity the curvature aspect is 

applied. The curvature data is first obtained throughout the image 

edge pixels. The distance accumulation technique is applied for the 

estimating the curvature. As a result, the level of a curve in the 

indicated 2D line segment. However, the complex objects could not 

be described solely by the self-similarity descriptor
[15]

. This is 
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because it is associated with several ambiguities. Therefore, to 

address the issue, a more precise descriptor is applied which adds 

the orientation information at the level of 360 degree orientation. A 

good example of the original images, alongside their self-similarity 

curvature is presented below. Though the curvature similarity may 

appear the same for all the object category, it appears varying for 

the other categories.  

 

 
Figure 6: Self-similarity curvature 

 
     The result on the self-similarity curvature proves that there is 

provision of the accurate information on the straight lines, while the 

performance has improved based on the feature selection 

algorithm
[16]

. The powerful recognition is established through 

combination of the HOG and SVM components, which has led to 

discovery of powerful recognitions systems. Overall, this technique 

reduces the dimensionality involved in such high-dimensional 

aspects, which reduces the learning process complexity, and 

improve the performance.  
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